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Abstract—Wearable devices have become efficient tools for
sports performance analysis. Professional systems heavily rely
on the high-tech setup, which are expensive and privacy-invasive
for amateur players. This paper addresses the gap between
advanced professional systems and limited consumer options by
proposing a low-cost, privacy-preserving approach for basketball
shot detection and outcome prediction. We leverage accelerome-
ter data from wrist-worn smartwatches, combined with audio
recordings, to develop a system capable of identifying shot
movements and predicting shot outcomes. The shot detection
was achieved by a 1D CNN model through accelerometer data
and outcome classification was achieved by an audio classification
model. We evaluated the system on 6 participants, and the macro
F1 score for shot outcome classification in data streams are
81.53% and 78.07% on dominant hand and non-dominant hand,
respectively. Our system opens up explorations in other domains,
including medical or industrial activity recognition, where similar
approaches can be applied.

Index Terms—machine learning, human activity recognition,
sports, basketball, performance analysis, multi-modality, IMU

I. INTRODUCTION

Professional and semi-professional athletes, across various
sports disciplines, now seek to optimize their performance
using wearable devices. Top-tier professional clubs, such as
Derby County, Liverpool FC, Manchester City or Borussia
Dortmund in soccer [1], and arenas in the National Basket-
ball Association (NBA) [3], have integrated comprehensive
activity recognition systems into their performance monitor-
ing methodologies. These systems heavily rely on high-tech
equipment, including specialized and costly camera setups, to
capture the playing area from multiple angles. While these
solutions are effective in professional environments like sports
stadiums, they are not feasible for amateur sports enthusiasts.
A noticeable gap exists between the advanced capabilities
available to professional and semi-professional athletes and
the more limited options accessible to casual consumers.

Prior works have explored the multiple use-cases of wear-
able devices in sports training and performance analysis. Wear-
able devices were widely used to measure running activity
and provide feedback to users [4], [5], [15]. Moreover, Khan
et al. [11] utilized hierarchical representations by leveraging

wrist-wearable devices to evaluate athletics’ performance in
cricket, and further developed a system for gymnastics and
medical training [10]. LAX-score [9] is a score, calculated
through physiological and motion signals, proposed by Jung
et al. to quantify the team performance in lacrosse.

Inspired by the publication of Hang-Time HAR dataset [7]
and its potential use cases for basketball and sports activity
recognition in general, we aimed to further develop the idea
of focusing on a specific sport and create a system capable
of detecting specific shot movements and predicting whether
a shot will hit or miss the basket. Even if computer-vision
algorithms could predict the shot outcomes, non-vision-based
algorithms could be less invasive on the users privacy and
easier to set up [13], [14]. Previously, researchers utilized
wrist-wearable devices to distinguish the shooting types [12],
and classify players’ activities in basketball games [7], [8]. The
gap still exists for shot movement segmentation in naturalis-
tic setting and predict shot outcomes from non-vision-based
data. Our system leverages accelerometer data recorded by a
commodity smartwatch, in combination with audio recordings.
This approach is easy to deploy on any court, making it
accessible for use in various settings. In conclusion, this paper
seeks to explore the extent to which a low-cost and low-
effort system like ours can effectively detect a complex sports
activity, such as shooting a basketball, including specific cases
like free throws, 2-point and 3-point shots, and shooting from
a standing or moving posture.

II. METHODS

A. Dataset

Data was collected from 6 male participants (age: 25-37,
weight: 70-88kg, height: 172-190cm) with previous basketball
experiences, including one left-handed (P6) and five right-
handed individuals. Among them two were authors from the
University of Siegen (P1, P2), whose data was collected on an
indoor basketball court, while the data of four other individuals
(P3-P6) followed the IRB (Protocol H24098) at the Georgia
Institute of Technology, recorded on an outdoor basketball
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court. P2 was self-identified as semi-professional, and others
were amateur players with varied skills level.

Participants were instructed to wear Bangle.js smartwatches
on both wrists, which were used to record accelerometer
data in three axis. Cameras with embedded microphones were
positioned at the basketball court’s corner, facing to the basket
and participants, to record video and audio data. The data
collection included seven sessions: two free throw sessions
(FT1, FT2), three-point shots sessions with and without de-
fense (3PTD, 3PT), mid-range shots sessions (MRD, MR)
with and without defense, and a session for stop jump shots
(S]), there were at least 15 shot instances in each session
for each participants. During the collection process, two of
the participants were paired off, with one shooting while
the other rebounded and played defense, and roles alternated
after each session. The data collection process simulated
naturalistic shooting drills. Therefore, the dataset captured
movements related to shooting, passing, dribbling, rebounding,
and defensive actions. This study mainly focused on shooting
movements, and the dataset contained over 3 hours of video
and audio data, over 12 hours of accelerometer data, and over
850 shooting instances.

Participants were instructed to perform three jumps at the
beginning and end of the data collection for devices synchro-
nization. The accelerometer data was resampled to a frequency
of 50 Hz by resample function in scikit-learn library!. Follow-
ing synchronization and resampling, we utilized the ELAN
tool [16] for labeling. We segmented the shooting movements
followed NBA rule [2], which was defined as "the player has
started his shooting motion and continues until the shooting
motion ceases and he returns to a normal floor position”.
Furthermore, we segmented the audio following each shot to
capture instances when the basketball made contact with the
rim or net.

B. Accelerometer-based shot detection

We aimed at detecting when the player took a shot by 3-D
accelerometer data. We first used sliding window method to
segment the accelerometer data. The window size we set was
4 seconds (4 x 50 = 200 data points), and the step size for
the sliding window we used was 2 seconds (2 x 50 = 100
data points). Then, we designed and implemented an 1-D
CNN binary classification model on temporal dimension to
detect whether each window contained shooting segment.
The 1-D CNN contained three blocks, where each block
included one 1-D convolution layer, one max pooling, one
LeakyReLU and one batch normalization layer. The kernel
size for each convolution layers were 7, 5, 3, and the the
output channels were 8, 16, 32 respectively. The stride and
kernel size set to max pooling layers were 2. One adaptive
averaging pooling layer and two fully connected layers were
used after the convolution blocks. The dimensions used for
fully connected layer was 32, 8 and 2. LeakyReLU with 0.2
negative slope was used as the activation function. Considered

Uhttps://scikit-learn.org/stable/modules/generated/sklearn.utils.resample.html

that the windows containing no shot segments were much more
than the windows including shot segments, we used FocalLoss
as the criterion during the model training.

C. Audio-based shot outcomes classification

Our objective was to use audio data to distinguish between
successful and unsuccessful shots, as the auditory charac-
teristics of a ball passing through the net are distinct from
those of it striking the rim. We processed audio segments of
each shot using a window size of 2.24 seconds (48000 Hz, 2
channels) as input for a deep learning model. These windows
were initially created by cropping from the complete audio
file, with the shot audio segments positioned at the center
of each window. To increase the dataset size, we adjusted
the window inputs’ centers to positions 0.25 and 0.75 within
each shot audio segment. Additionally, we incorporated audio
segments preceding and following the shot audio segments
into the dataset to simulate instances without shot audio.

For shot outcomes binary classification, we adapted the end-
to-end deep learning model proposed [17], as it demonstrated
promising results in cough detection. Our model utilized two
sets of 1-D CNN for feature extraction. The kernel sizes for
the first set were set as 4, 8, 16, 32, with corresponding strides
of 1, 4, 12, and 48. The number of output channels was set to
32. The kernel sizes for the second set were 2, 4, 8, 16, with
strides of 48, 12, 4, and 1, respectively, and the output channel
was 56. We applied LeakyReLU and batch normalization after
each 1-D convolution operation. Then max pooling layers
with kernel size and stride 10 were applied after two sets
of convolution operations. After concatenating the extracted
feature vectors, the feature map was 224 x 224. ResNet 18 [6]
was used as the backbone to process the feature map, and fully
connected layer followed by a Dropout layer (dropout rate =
0.2) was adapted to a 2-dimension output. We utilized data
augmentation techniques during the training process, including
random shifting, padding, and amplification.

D. Shot outcomes classification in data streams

By combining accelerometer data to detect shots and audio
data for classifying shot outcomes, we aimed to explore the
feasibility of categorizing shot outcomes within continuous
data streams. After synchronizing the audio and accelerometer
data, we implemented a sliding window technique on the
accelerometer data to identify shot instances within each
window as mentioned in section II-B. Consistent with our
training data, we set the window size to be 4 seconds with
a step size of 2 seconds. Whenever a shooting motion was
detected within a window, the following audio data stream
underwent shot outcome classification using the designated
model in section II-C. For this classification, we utilized a
sliding window with a window size of 2.24 seconds and a step
size of 1.12 seconds. Three audio windows were considered
for each detected shot to determine the shot outcome. If at least
one of the audio windows indicated a hit outcome within the
three windows analyzed, the shot would be classified as hit.
Otherwise, the shot would be categorized as miss.
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TABLE I: F1 score of LOPO shot detection results

Participants | Dominant Hand  Non-dominant Hand

Shot Others Shot Others

P1 0.9369 0.9816 | 0.7120 0.9006

P2 0.8487  0.9539 | 0.3082 0.8817

P3 0.8806  0.9793 | 0.7164 0.9462

P4 0.8816  0.9775 | 0.6897 0.9333

P5 0.8223 0.9758 | 0.5947 0.9533

P6 0.8330 0.9768 | 0.0236 0.9397
Overall 0.8672  0.9742 | 0.5074 0.9258

TABLE II: F1 score of LOSO shot detection results

Sessions Dominant Hand Non-dominant Hand
Shot Others Shot Others
FTI 0.9210 0.9804 | 0.8483 0.9598
FT2 0.8780  0.9723 | 0.8396 0.9623
3PT 0.8991 0.9785 | 0.8633 0.9689
3PTD 0.8952  0.9856 | 0.8497 0.9799
MR 0.9071  0.9722 | 0.8940 0.9666
MRD 0.9019 0.9878 | 0.8078 0.9738
SJ 0.9174 0.9918 | 0.8492 0.9843
Overall 0.9028 0.9812 | 0.8503 0.9708

III. RESULTS

A. Accelerometer-based shot detection

We assessed our model’s performance using two cross-
validation methods: leave-one-participant-out (LOPO) and
leave-one-session-out (LOSO). In LOPO, the model was
trained on data from five participants and tested on the
remaining participants to evaluate its generalizability across
different individuals. Additionally, we explored personalized
approaches to potentially enhance model performance by using
LOSO evaluation, where the model was trained on six sessions
and validated on a separate session.

In LOPO evaluation (Table I), our model achieved an F1
score of 86.72% on the dominant hand and 50.74% on the non-
dominant hand. Conversely, in LOSO evaluation (Table II),
the model attained an F1 score of 90.28% on dominant
hands and 85.03% on non-dominant hands. We observed that
the personalized approach (LOSO) outperformed the LOPO
model, particularly on the non-dominant hand. Furthermore,
models trained on dominant hands performed better than those
trained on non-dominant hands. However, it’s worth noting
that wearing smartwatches on dominant hands during shooting
drills may cause discomfort for participants.

TABLE III: F1 score of shot outcome classification

Sessions Indoor Outdoor Both
Hit Miss Hit Miss Hit Miss

FT1 0.9245 0.9480 | 0.7685 0.9247 | 0.8156  0.9229
FT2 0.8879  0.9491 | 0.7610 0.9405 | 0.8231 0.9464
3PT 0.7750  0.9297 | 0.8217 0.9433 | 0.7062 0.9201
3PTD 0.8333  0.9767 | 0.7327 0.9403 | 0.7254 0.9561
MR 0.8636  0.9542 | 0.7688 0.9209 | 0.7571  0.9233
MRD 0.8485 0.9630 | 0.7296 0.9433 | 0.7420 0.9467
SJ 0.9565 0.9848 | 0.7746 0.9576 | 0.8360 0.9681
Overall | 0.8699 0.9579 | 0.7653 0.9387 | 0.7722  0.9405

TABLE IV: F1 score of LOSO shot outcome detection in data
stream

Sessions Dominant Hand Non-dominant Hand
No Shot Hit Miss No Shot Hit Miss

FT1 0.9714 0.7511 0.7517 0.9588 0.7459  0.6855
FT2 0.9726  0.7746 0.7962 | 0.9607 0.7861 0.7311
3PT 0.9764 0.6759 0.7285 | 0.9691 0.6494  0.7059
3PTD 0.9840  0.5600 0.7956 | 0.9754  0.5385 0.7326
MR 0.9733  0.6514 0.7376 | 0.9631 0.6292 0.6267
MRD 0.9860  0.6400 0.7963 | 0.9731 0.6055 0.7216
SJ 0.9880  0.8070 0.8046 | 0.9801 0.7018 0.7541
Overall 0.9788  0.6943 0.7729 | 0.9686  0.6652 0.7082

No Shot

True label
True label

Predicted label Predicted label

Fig. 1: (left) Normalized confusion matrix evaluated on dom-
inant hand. (right) Normalized confusion matrix evaluated on
non-dominant hand.

B. Audio-based shot outcomes classification

We evaluated the model using the LOSO cross-validation
method, examining whether the basketball court type influ-
enced the model’s performance. The cross-validation was
conducted separately on audio data from indoor courts (P1,
P2), outdoor courts (P3-P6), and on a combination of both
indoor and outdoor court data (P1-P6). The shot outcome
classification experiment results were summarized in Table III.
For hits, the F1 scores were 86.99%, 76.53%, and 77.22%
on indoor, outdoor, and combined court datasets respectively,
while for misses, the F1 scores were 95.79%, 93.87%, and
94.05% respectively. It was observed that the model performed
better on indoor data compared to outdoor data. This was
because of echoes in indoor environments, which could result
in clearer recorded audio.

C. Shot outcomes classification in data streams

We investigated whether our algorithm could detect hit and
miss shots in the data stream. To accomplish this, we used
personalized shot detection models trained using the LOSO
method and an audio-based binary shot outcome classification
model trained on both indoor and outdoor courts.

The results were summarized in Table IV. For accelerometer
data from dominant hands, the F1 scores for hit and miss
detection were 69.43% and 77.29%, respectively. Similarly, for
non-dominant hands, the F1 scores for hit and miss detection
were 66.52% and 70.82%, respectively. The overall macro
F1 scores were 81.53% and 78.07% when using the shot
detection model trained on dominant hands and non-dominant
hands, respectively. The 3PTD session had the lowest hit
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F1 score among all sessions. This could be because of the
challenging nature of hitting the basket under defensive condi-
tions, resulting in fewer instances of successful hits compared
to other sessions. Consequently, the reduced number of hit
instances likely contributed to the lower F1 score observed
in this particular session. Furthermore, Figure 1 displayed
the confusion matrix across all sessions. The visualization
revealed that the majority of shot outcome detection was
predicted accurately, with no significant difference observed
between using dominant and non-dominant hands.

IV. DISCUSSION AND CONCLUSION

Our project aims to improve the analysis of basketball
performance in shooting drills by leveraging wearable and mo-
bile devices. While our current approach effectively identifies
most shots, there are instances of misclassification. We used
accelerometer data to segment shots and audio data to classify
outcomes. However, inaccuracies can occur when shot seg-
ments are incorrectly identified, leading to inaccurate outcome
predictions. Therefore, developing an end-to-end model that
incorporates features from both accelerometer and audio data
can potentially enhance performance analysis.

Additionally, some shot outcomes are misclassified even
when the shot segments are accurately located, particularly
in the cases where shots bounce in after hitting the rim. One
future work of this project could explore finer granularity such
as swishes, shots that bounce in or out, and airballs, rather than
only classifying shots as hits or misses. This finer granularity
can also provide valuable insights for analyzing performance
in basketball shooting drills. Furthermore, the microphones
we used were integrated with cameras placed at the corner of
the basketball court for labeling and recording. To potentially
improve the quality of audio recordings, we could consider
placing microphones under the rim.

For practical applications, one limitation is background
noise. To address this, de-noising algorithms and data aug-
mentation techniques, such as adding noise to the dataset, can
be applied to enhance the models’ performance. Moreover,
our approach can be easily adapted to an accelerometer-vision
system by capturing only rim videos in noisy environments.
We also observed that shot detection performance using LOPO
for the non-dominant hand was significantly lower compared
to LOSO detection. Future work should focus on determining
the amount of data needed for accurate shot detection, and
developing an application for personalized calibration at home
by . Although we evaluated our approach on both indoor and
outdoor basketball courts, our data included only male players
with basketball experience. Future studies should include a
more diverse population.

In conclusion, we present our multi-modal basketball shoot-
ing performance analysis system in this paper. To the best of
our knowledge, our system is the first non-vision-based bas-
ketball shooting outcome prediction system on non-dominant
hands. Our system was evaluated on 6 participants on two
basketball courts, and achieved 81.53% and 78.07% macro F1
score on dominant hand and non-dominant hand, respectively.

Future work should aim to recruit more diverse participants
and develop noise-robust, end-to-end models to enhance the
granularity of shooting outcome predictions. We believe our
multi-modal sensing approach can also be applied to other
sports and high-activity clinical applications.
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